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What is foundation models?

4Bommasani, Rishi, et al. "On the opportunities and risks of foundation models." arXiv preprint arXiv:2108.07258 (2021)

https://arxiv.org/pdf/2108.07258.pdf


Why foundation models?
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■ Traditional programming: Input + Program = Output

■ Machine learning: Input + Output = Program

■ DL and FM

Bommasani, Rishi, et al. "On the opportunities and risks of foundation models." arXiv preprint arXiv:2108.07258 (2021)

https://arxiv.org/pdf/2108.07258.pdf


Large Language Models

6Bommasani, Rishi, et al. "On the opportunities and risks of foundation models." arXiv preprint arXiv:2108.07258 (2021)

https://arxiv.org/pdf/2108.07258.pdf


Visual Foundation Models

7Bommasani, Rishi, et al. "On the opportunities and risks of foundation models." arXiv preprint arXiv:2108.07258 (2021)

https://arxiv.org/pdf/2108.07258.pdf


Foundation Models for Robotics

8Bommasani, Rishi, et al. "On the opportunities and risks of foundation models." arXiv preprint arXiv:2108.07258 (2021)

https://arxiv.org/pdf/2108.07258.pdf


What is Self-Supervised Learning?
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■ A type of unsupervised learning where data provides the 
supervision



Motivation: LeCake
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Yann LeCun’s cake
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Denoising Autoencoder
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Predict missing pieces
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Pathak et al 2016



Context Encoders
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Context Encoders
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Pathak et al 2016



Predicting one view from another
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Predicting one view from another
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Slide: Richard Zhang



MAE

Nov, 2021
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MAE

Architecture: Vision Transformer (ViT)

BIG small
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MAE on ImageNet validation images
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MAE on CoCo validation images
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VideoMAE

[Oct, 2022]
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VideoMAE Architecture
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Experiments on Something-Something V2
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Audio-MAE
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Audio-MAE: Architecture
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Audio-MAE: Architecture
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MultiMAE
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MultiMAE Experiments
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MultiMAE Experiments
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M3AE: MultiModal MAE

[Oct 2022]
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M3AE: Architecture
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Comparison with MAE
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Relative Position of Image Patches
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Task: Predict the relative position of the second patch with respect to the first

Slide: Zisserman



Relative Position of Image Patches
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Slide: Zisserman

Doersch, Gupta, Efros



Relative Position of Image Patches
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Solving Jigsaw Puzzles
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Solving Jigsaw Puzzles
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Rotation
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Rotation
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Rotation
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Momentum Contrast (MoCo)

Nov 2019
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Momentum Contrast (MoCo)
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Momentum Contrast (MoCo)
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Momentum Contrast (MoCo)
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SimCLR
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SimCLR
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DINO
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DINO

Consider knowledge distillation
● Student network      g tries to match 

a teacher network gt
● Minimize the cross entropy of the 

distributions
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DINO

Self supervised learning as 
knowledge distillation
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DINO

Apply centering to avoid collapse 
- use EMA so things work across 
different batch sizes
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DINO

Threshold attention map get mask

Compare similarity to ground truth mask
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I-JEPA
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I-JEPA
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I-JEPA

Context Encoder, Target Encoder 
and Predictor are ViTs

Predictor

● Transformer encoder
● Concat context tokens
● Have masked tokens for 

prediction patches
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I-JEPA

Context and Target Selection
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I-JEPA
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Freeze context 
encoder and predictor

Train a RCDM 
(representation 
conditioned diffusion 
model  to visualize 
predictions
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CLIP
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CLIP
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CLIP

Dataset

● Existing text annotated image dataset at the time were 
relatively small

● YFCC100M 
○ Text metadata quality is low, some captions are automatically 

generated file names like “20160716 113957.JPG”

● Constructed dataset of 400M image-text pairs 
● Images searched with one of 500K generated queries
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CLIP

80



CLIP
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CLIP

CLIP learns features useful for other model

unCLIP LLaVA
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FLIP
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FLIP
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FLIP
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FLIP

86



Thank you!
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